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What is SimCLR?
• learns generic representations of images on 

an unlabeled dataset

• fine-tuned with a small amount of labeled images to achieve 
good performance



Contrastive Loss • Same class       -->  similar embeddings

• Different class -->  dissimilar embeddings







Loss function in SimCLR

• For a positive pair (i, j):
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Sampling 2N data points from N data
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Key Findings

• Previously we need to change the architecture, Now data augmentation 
(Random Cropping) is enough to learn the contrastive representation Data Augmentation: 

Large Batch Size

More Training Epoch

Wider Network



Augmentation



Composition of Augmentation

• Apply two series of augmentation 
(one after another)
• Significantly improves the quality of 

representation

• Random Cropping + Color Jitter
stand out



Composition of Augmentation

• How Much Augmenation should we do? 
• What will be the strength for color distortion?
• Very High!!! (Color Distortion =1)



Model Size & 
Projection Head

• Increasing the size à increases the accuracy significantly

• a nonlinear projection is better than a linear projection 
(+3%), and much better than no projection



Batch Size & Epoch

• Larger Batch

• Longer Epoch



Summary of SimCLR Framework!

• Projection head is important to get good representation
• Random crop, flip and color jitter are best
• Stronger augmentation
• Longer Epoch with Large batch size à Many GPUs


