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Introduction

• Decoding Medical Timeseries is hard



LLMs have become a new paradigm due to their efficient ability to transform knowledge

Motivation

Task Specific Modular Design Task Agnostic Modular Design

Implicit Knowledge Modeling Explicit Knowledge Modeling

Early knowledge integration in medical modeling:

do not incorporate task-
relevant medical indicators



Motivation

(a) dataset descriptions and
sample statistics

Limited inspiration for decision-making

(b) timestamp information

GAP

• automatically detect medical indicators are 
not perfectly accurate, 

• but easy to extract and extremely useful for 
medical decision-making. 

• However, current LLM-based methods do 
not make use of this information at all.



• What kinds of promptable knowledge are most effective for decoding
medical time series?

§ Existing prompts lack task-specific, discriminative cues that experts actually 
rely on.

§ The challenge is to identify what type of knowledge truly drives physiological 
interpretation.

• How to robustly integrate time series and suboptimal text prompts?
§ Text prompts may be incomplete or inaccurate.
§ A robust model must still align and learn meaningful cross-modal 

representations even when the

Motivation
Challenges

InDiGO — designed to integrate indicator-guided prompts and optimize their diversity and alignment through an
evolutionary learning process.



Method



Method



Method

• LLM predicts the target conditioned on both the series and a text 
prompt：

In practice, we approximate the whole text distribution with a single 
suboptimal text → this introduces bias



Method

1. Signal tokenization (patching)

2. Indicator-Guided Prompt Construction
3. Masked Monte Carlo Importance Sampling



Method: Match Alignment + Diversity Optimization

• Series-Text Interaction:



Results

• General pre-trained models underperform due to their lack of 
physiological signal awareness, while task-specific models benefit 
from prior knowledge integration.


