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Introduction

• Traditional AI models for glucose forecasting are task-specific, require 
patient-level tuning, and often fail to generalize.
• Introduces CGM-LSM, a Large Sensor Model inspired by large 

language models (LLMs) like GPT-2
• captures universal glucose patterns across diabetes types, ages, and genders
• Performs better in zero shot settings compared to SOTA in longer horizons



Method

• 5.9 M CGM readings 
from 592 diabetic 
patients (T1D & T2D) 
collected at 5-min 
intervals.
• Instance Construction:

Each sample = 24 h 
input (288 points) → 
predict next 2 h (24 
points); overlapping 
sliding windows used for 
data expansion.



Method
Known patients, known time period
Known patients, future time periods
Unknown patients



Method

• Decoder based transformer 
(autoregressive)
• Discrete/categorical tokenization



Results



Results: Zero Shot settings (Benchmarking)



Limitation

• Need to study scaling laws (how data/model size affects performance)
• Fix data (pf vs complexity)
• Fix parameter (pf vs data)

• No inclusion of context (meals, insulin, exercise) (rare + discrete)


