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What is Hallucination?

2

In simple terms: generated content 
that is nonsensical or unfaithful to 
the provided source content.
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Goal of this paper
• Redefine the taxonomy of hallucinations

• Present the opportunities and challenges associated
with hallucinations in LLMs.

Previous surveys: Ji et al., 2023a, Liu et al., 2023h, 
Wang et al., 2023c. Each of them covers a specific 
type or application.

This survey focuses on the trustworthiness of LLMs

Finally, understand the causes, methods to detect, 
and method to mitigate hallucinations



Factuality vs Faithfullness Hallucinations
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Answer inconsistent with known facts Answer inconsistent with user-provided context



Training stages of LLMs

• Why? To figure out the origins of the hallcinations
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Pre-training

Supervised Fine-Tuning

Reinforcement Learning with 
Human Feedback
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Pre-training Approach
• Models predict the next word in a sequence 

(autoregressive learning).
Self-Supervised Learning

• Trains on extensive text datasets without labeled 
examples.

Capabilities Acquired
• Language syntax and grammar understanding.
• World knowledge and reasoning (?) skills.

Foundation for Fine-Tuning:
• Enables efficient adaptation to specific downstream 

tasks.

Pre-training
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• Limitations of Pre-trained LLMs
• Function primarily as "completion machines."
• Misaligned objectives: next-word prediction vs. user-

specific responses.

• Introduction of Supervised Fine-Tuning (SFT)
• Involves additional training on annotated instruction-

response pairs.
• Enhances model capabilities and user controllability.

• Benefits of SFT
• Improves generalization to unseen tasks.
• Proven effectiveness in achieving high performance.

Supervised Fine-Tuning



What is RLHF?
• Aligns models with human preferences using 

reinforcement learning.
How it Works

• Uses a preference model trained on human-labeled data 
(e.g., prompt-response pairs).

• Optimizes outputs to maximize rewards from the 
preference model.

Techniques Employed
• Reinforcement learning algorithm: Proximal Policy 

Optimization (PPO).
Key Benefits

• Produces high-quality, aligned, and safe responses.
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Reinforcement Learning with 
Human Feedback



Back to Taxonomy: Factuality Hallucination
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Back to 
Taxonomy: 
Faithfulness 
Hallucination
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Causes
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Detection

12



Mitigation
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Some examples: Misinformation and Biases 
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Some examples: Knowledge Boundary 
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Some Examples: Knowledge Shortcut and 
Knowledge Recall Failures 
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Factuality Hallucination Detection Example:
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